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Cerebras Wafer-Scale Engine
(WSE-2)

The (2"9) Largest Chip in the World

850,000 cores optimized for sparse linear algebra
46,225 mm? silicon

2.6 trillion transistors

40 Gigabytes of on-chip memory

20 PByte/s memory bandwidth

220 Pbit/s fabric bandwidth

6.8 PetaFLOPS dense fp16

7nm process technology

Cluster-scale acceleration on a single chip
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Cerebras Wafer-Scale Engine
(WSE-3)

The Largest Chip in the World

900,000 cores optimized for sparse linear algebra
46,225 mm? silicon

4.0 trillion transistors

44 Gigabytes of on-chip memory

24.5 PBytels memory bandwidth

245 Pbit/s fabric bandwidth

12.5 PetaFLOPS dense fp16

Snm process technology

Cluster-scale acceleration on a single chip

© 2024 Cerebras Systems Inc. All Rights Reserved




I\b\‘\\\ ’\\\\\ \.
w

\
74,

(«ﬂ,}

:

)
4 Cereb

© 202

nnn

/i

e
R R R R LR
&% 2 AR R
0 LRGN S
oooo«opl

St
i
e
RIS

- M"M‘“WJQ%“'OM' J ’
et
5

8

&

SRAETH o nw%...aquw.

R SIR0052 e

LIRS .“.I...o.o.w.f.oﬂ..mnrlf \
edededeteloloelodefoleloleloleleteletoleteleie SONEESINSINSININ

Intoa

deploy easilyi

standérd rack

~
®)
e
=
>
al

accelerator
» Powered by WSE

« Programmable via‘our:
cerebras

Cerebras CS

* |nstall



CS Architecture Basics

mimimk - fmimmk Logical 2D array of individually programmable
L L L L Processing Elements
, ’ E E E ’ Flexible compute
Data <= sl MR - [P RB R Data * ~850,000 general purpose CPUs
I oW w * 16- and 32-bit native FP and integer data types
: : : : : : - Dataflow programming: Tasks are activated or
it it i i i i . .
Jmmmk . Tmmmk triggered by the arrival of data packets
153 153 T 5 i i ] o
1IN BN BN Flexible communication
SN * Programmable router
o PE 4  Static or dynamic routes (colors)
* « Data packets (wavelets) passed between PEs
15| Fabricrouter [« Sjngle cycle PE-to-PE communication

Offramp | [ Onramp
v Fast memory

Processor « 48 kB SRAM per PE for data and instructions
: * 1 cycle read/write
Memory
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Memory performance at all BLAS levels

Massive bandwidth jump!

GPU Cerebras
: /\
i 0.005 1 Byte/FLOP 2 Byte/FLOP 3 Byte/FLOP E
Matrix-Matrix Matrix-Vector Vector-Vector Vector-Scalar
GEMM GEMV DOT AXPY
C <« aAB + C y « aAx + [y a < (x,y) ye—ax +y

cC | +=| A B += A o] 4= +=|Z|
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((Eerebras

Cerebras Supports Two Programming Paradigms

For Al Users, Cerebras ML stack
provides familiar, high-level
programmability with popular ML
frameworks and compatibility with
3P model repos and ML Ops tools

O PyTorch

“~ . Hugging Face Weights & Biases

For HPC Users, Cerebras SDK
provides flexible, lower-level
programmability and access to
HW performance features.

Cerebras SDK & CSL



Cerebras SDK

A general-purpose parallel-computing platform and API allowing software developers to write custom

programs (“kernels”) for Cerebras systems.

= Cerebras SDK GUI

CS L : Ce re b ras Softwa re La n g uag e @ Current folder: <filepath containing artifacts used in the GUI> | SUBMIT .

il © Colors

Language o @ s -
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W 1x_in

Host APIs with Python

5 :
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% y-ou memcpy NOTYPE
W ab_in ‘}
R
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Libraries Optimized primitives <
°

L | L] L] L] L
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@ Instruction Trace @ * ©® Source Code @ © Wavelet Trace © &
Visualization Debugger | e | ommmmscm st ovesans: | oo — o
wavelet-data/code.cs| 1x_in, 2 Ax_... ¥ ‘ i Sent, Receiv
1 var global: 16 = 0; Showing Wavel: received on 1,2,3,4, Wavelet Formatted as
OO0IS
3 color main_color = 0;
olor = 1; Cycl Col ctrl Link Head:
. get_dsd(fabout_dsd, {fabric_color = 5 o w 0x0000
Simulator
1890 3 0o E 0x0000
task main_task(wavelet_data: i16) void {
2 £ oawnno
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Cerebras SDK

A general-purpose parallel-computing platform and API allowing software developers to write custom
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SDK Example Programs Available

Repository: github.com/Cerebras/csl-examples

Introductory Tutorials « Conjugate Gradient

GEMV » Preconditioned Conjugate Gradient
GEMM » Finite Difference Stencil Computations
Cholesky Decomposition « Mandelbrot Set Generator

1D and 2D FFT « Shift-Add Multiplication

7-Point Stencil SpMV * Hypersparse SpMV

Power Method « Histogram Computation

7
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http://github.com/Cerebras/csl-examples

SDK Usage and Impact

Over the past year, SDK has evolved from a closed tool
requiring NDA access to a public platform for Wafer-Scale
Computing. We’re supporting more research and

publications than ever.
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SDK Usage and Impact
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To tackle this big data challenge, lossy compression tech-
niques [8, 21, 25, 27, 35] have been commonly used in scien-
tific applications to reduce the data size while maintaining
a user-specified error limit. Beyond the traditional compres-
sors on CPU, accelerating data compression on heterogeneous
processors, such as FPGA [37] and GPU [13, 38, 42, 43], has be-
come increasingly important for real-time compression tasks
(e.g. reducing data stream intensity). For instance, cuSZ [38]
parallelizes quantization, prediction, and Huffman encoding
on NVIDIA GPU, improving the runtime performance of
large-scale cosmic simulation [16] and deep learning training
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Cerebras SDK Developments

A general-purpose parallel-computing platform and API allowing software developers to write custom
programs (“kernels”) for Cerebras systems.
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SDK Access

Get local access to the SDK simulator!

 Email developer@cerebras.net for access

Join the Cerebras Developer Community discourse.cerebras.net

e Forums at discourse.cerebras.net

View our public SDK examples GitHub repository
e See github.com/Cerebras/csl-examples

Partner systems at ANL, EPCC, PSC

Questions? leighton.wilson@cerebras.net

cerebras.net/developers/sdk-request
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